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Abstract—In a network with enhancements for QoS support, pricing of  their resource demands to network congestion. Unlike best-effort
network services based on the level of service, usage, and congestion proadaptive approaches, applications are guaranteed resources and
vides a natural and equitable incentive for applications to adapt their send-  thare js no assumption that applications are cooperative. Our
ing rates according to network conditions. In this paper, we first propose .

a dynamic, congestion-sensitive pricing algorithm, and also develop the de- model allows the nequrk loperator to _C'jeate dlfferent trad,e'OffS
mand behavior of adaptive users based on a physically reasonable user util- D€tween blocking admissions and raising congestion prices to
ity function. We then develop a simulation framework to compare the per- prevent overload.
formance of a network supporting congestion-sensitive pricing and adaptive In this paper, we first propose a dynamic, congestion-sensitive
reservation to that of a network with a static pricing policy. We also study the pricing algorithm, and also develop the demand behavior of
stability of the dynamic pricing and reservation mechanisms, and the impact - . -
of various network control parameters. The results show that the congestion- a}daptlve users based on a physpally reasonable user utility func-
sensitive pricing system takes advantage of application adaptivity to achieve tion. We then develop a simulation framework to compare the
significant gains in network availability, revenue, and user-perceived bene- performance of a network supporting congestion-sensitive pric-
e i b 2 ot ol oty . . Ing and adapive reservtion 0 hat of a netirk with a tatic
mand elasticity a?e seen to share ba?ndwidth fairly, with each user having pricing pO“CY' We also St.Udy the stability of the dynam.lc pricing
a bandwidth share proportional to its relative willingness to pay for band- and reservation mechanisms. We try to_answer questions such as
width. The results also show that even a small proportion of adaptive users how much do the network and users gain in terms of revenue and
may result in a significant performance benefit and better service for the perceived benefit (or value-for-money) under the dynamic and
entire user population - both adaptive and non-adaptive users. The perfor- - static systems, and how do various pricing and adaptation pa-
mance improvement given by the congestlon—bas_ed adaptive policy further rameters affect the functioning of the dynamic system. The sim-
improves as the network scales and more connections share the resources. . ;

ulation framework is based on the RNAP model, but we try to de-

rive results and conclusions applicable to static and congestion-

. INTRODUCTION driven, dynamic pricing schemes in general.

Resource reservation and adaptive services are two basic moda Section Il of this paper, we present a brief outline of
els for allocating resources to multimedia applications. Corie RNAP framework. In Section Ill, we discuss various net-
pared to resource reservation, the adaptation approach hasw@gk pricing models and their suitability. We discuss in detail
advantage of better utilizing available network resources, whighvolume-based, congestion-sensitive pricing strategy, also pre-
change with time. But if network resources are shared by cofented earlier in [20]. In Section IV, we consider user adapta-
peting users, users of rate-adaptive applications do not have #@§ in response to congestion-dependent pricing. We present a
incentive to scale back their sending rate below their access bapidysically reasonable form of user utility function, and derive a
width, since selfish users will generally obtain better quality th&pecific demand function for a given network price based on this
those that reduce their rate. In a network with enhancements ity function. In section V, we describe the simulation topol-
QoS support, pricing of network services based on the level@gy and parameters, and performance metrics. In Section VI,
service, usage, and congestion provides a natural and equitatsiediscuss simulation experiments in detail, and in Section VII,
incentive for applications to adapt their sending rates accordiwg describe some related work. We summarize our findings in
to network conditions. Increasing the price during congestiérection VIII.
gives the application an incentive to back-off its sending rate and
at the same time allows an application with more stringent band- ll. RESOURCENEGOTIATION THROUGHRNAP
width and QoS requirements to maintain a high quality by payingIn the RNAP framework [20][22], we assume that the network
more. makes services with certain QoS characteristics available to user

Earlier we presented a Resource Negotiation and Priciagplications, and charges prices for these services that, in gen-
(RNAP) protocol and architecture [20]. RNAP enables the useral, vary with the availability of network resources. Network
to select from available network services with different Qofsources are obtained by user applications through negotiation
properties and re-negotiate contracted services, and enabledb#tereen the Host Resource Negotiator (HRN) on the user side,
network to dynamically formulate service prices and commurand a Network Resource Negotiator (NRN) acting on behalf of
cate current prices to the user. Our framework offers a middlee network. The HRN negotiates on behalf of one or multi-
ground, where resources are reserved, but resource commitmplgspplications belonging to a multimedia system. In an RNAP
are made only for short intervals, instead of indefinitely. Pricagssion, the NRN periodically provides the HRN updated prices
may vary for each interval, encouraging applications to adjust a set of services. Based on this information and current ap-



plication requirements, the HRN determines the current optimatwork conditions. In periods of resource scarcity, quality sen-
transmission bandwidth and service parameters for each applgitive applications can maintain their resource levels by paying
tion. It re-negotiates the contracted services by sendiesgrve more, and relatively quality-insensitive applications will reduce
message to the NRN, and receivinGammitmessage as confir- their sending rates or change to a lower class of service.
mation or denial. The total price of CPA will be composed of a component that
The HRN only interacts with the local NRN. If its applica-depends on congestion and a fixed volume-based charge. Thus,
tion flows traverse multiple domains, resource negotiations avéh four variations on the fixed volume-based charge outlined
extended from end to end by passing RNAP messages hop-dlyeve, we have the pricing models CP-FL, CP-PR, CP-T, CP-
hop from the first-hop NRN until the destination network NRNPR-T. This is summarized in Table 1.
and vice versa. End-to-end prices and charges are computed bye assume that routers support multiple service classes and
accumulating local prices and charge€astationandCommit  that each router is partitioned to provide a separate link band-

messages travel hop-by-hop upstream towards the HRN.  width and buffer space for each service, at each port. We con-
sider one of the classes. We use the framework of the compet-
[1l. PRICING STRATEGIES itive market model [19]. The competitive market model defines

A few pricing schemes are widely used in the Internet téWo kinds of agents: consumers and producers. Consumers seek

day [16]: access-rate-dependent charge (AC), volume depEgsources from producers, and producers create or own the re-

dent charge (V), or the combination of the both (AC-V). An AcSources. The exchange rate of a resource is called its price. The
charging scheme is usually one of two types: allowing unliffouters are considered the producers and own the link bandwidth

ited use, or allowing limited duration of connection, and chargirf@§'d buffer space for each output port. The flows (individual flows

a per-hour fee for additional connection time. Similarly, AC-\Pf 2ggregate of flows) are considered consumers who consume

charging schemes normally allow some amount of volume to fgSources. The congestion-dependent component of the service

transmitted for a fixed access fee, and then impose a per-vollREE is computed periodically, with a price computation interval

charge. Although time-of-day dependent charging is CommorﬂyThe.totaI demand for link bandwidth is based on the aggregate

used in telephone networks, it is not used in the current InternBgndwidth reserved on the link for a price computation interval,
User experiments [3] indicate that usage-based pricing is a {d the total demand for the buffer space at an output port is the

way to charge people and allocate network resources. Both cB}€rage buffer occupancy during the interval. The supply band-
nection time and the transmitted volume reflect the usage of #{iélth and buffer space need not be equal to the installed capacity;

network. Charging based on connect-time only works when (8Stéad, they are the targeted bandwidth and buffer space utiliza-
source demands per time unit are roughly uniform. Since tftign. The congestion price will be levied once demands exceeds a

is not the case for Internet applications and across the rang@gvider-set fraction of the available bandwidth or buffer space.
access speeds, we only consider volume-based charging. /e now discuss the formulation of the fixed charge, which we

In this paper, we study two kinds of volume-based pricin@€c0mpose inttiolding chargeandusage chargeand the for-

a fixed-price (FP) policy with a fixed unit volume price, and Julation of thecongestion charge
congestion-price-based adaptive service (CPA) in which the unit
volume price has a congestion-sensitive component. We now Bel Usage Charge

scribe the latter system in more detail, and also present a generighe usage charge is determined by the actual resources con-
pricing framework to accommodate the different pricing modelgymed, the average user demand, the level of service guaranteed
) L to the user, and the elasticity of the traffic. For example, on a

A. Fixed Pricing per-byte basis, best-effort traffic will cost less than reserved, non-
In the fixed price model, the network charges the user per vereemptable CBR traffic. The usage prige)(will be set such

ume of data transmitted, independent of the congestion statdhgt it allows a retail network to recover the cost of the purchase

the network. The per-byte charge can be the same for all sé@m the wholesale market, and various static costs associated

vice class (“flat”, FP-FL), depend on the service class (FP-PRijith the service. The usaggharger, (n) for a periodn in which

depend on the time of day (FP-T) or a combination of timéZ(n) bytes were transmitted is given by:

of-day and service class (FP-PR-T). Since our focus is on the

congestion-based dynamic pricing, and the fixed-price system cu(n) = puV(n) @

serves as a reference, we assume a general fixed pricing struc-

ture that represents all the four categories depending on the B2 Holding Charge

derlying network service infrastructure and the service provider's-l-he holding charge can be justified as follows. If a particu-

business model. lar flow or flow-aggregate does not utilize the resources (buffer
space or bandwidth) set aside for it, we assume that the scheduler
allows the resources to be used by excess traffic from a lower
If the price does not depend on the congestion conditionsl@vel of service. The holding charge reflects revenue lost by the
the network, customers with less bandwidth-sensitive appliqarovider because instead of selling the allotted resources at the
tions have no motivation to reduce their traffic as network consage charge of the given service level (if all of the reserved re-
gestion increases. As a result, either the service request blocldagrces were consumed) it sells the reserved resources at the us-
rate will increase sharply at the call admission control level, age charge of a lower service level. The holding prige 6f a
the packet dropping rate will increase greatly at the queue maervice class is therefore set to be proportional to the difference
agement level. Having a congestion-dependent component inlieéween the usage price for that class and the usage price for the
service price provides a monetary incentive for adaptive applicgeext lower service class. The holding price can be represented
tions to adapt their service class and/or sending rates accordinggp

B. Congestion-based Pricing



_ o _ Here I is the number of service classes in the netwarkep-
pj, =o' (pl, — Pl ), (@ resents a particular service class, represents the access rate

whereo’ is a scaling factor related to service clashe hold- dependentfixed charge(R..) is the unit time connection price

ing_chargecy, (n) when the customer reserves a bandwiith) charged for the excess time above a contracted free of charge
is g_iven by: durationT,,, t is the total duration of a billing cycley, is the

number of price update intervals during a billing cydl&,is the
cn(n) = prR(n)T (3) total volume of class traffic transmitted during the billing cycle,

b ; ) ;

et i th curation o the perods()can be  bandvidth 1, % "€ Yome of tff fom clase at & fee of heioe,

requirement specified explicitly by the customer, or estimat@ P 9 '
i

. Y . Itiple service classes may be used during a billing cycle, ei-
from the traffic specification and service request of the custom ér at different times, or simultaneously for different co-existing

B.3 Congestion Charge applications (for example, belonging to a teleconference applica-
, ) i i tion). Generallyp;, andp,, usually vary only slowly, on the order
The congestion price for a service class is calculated as angfhours, whilep., will change much more rapidiy. For the dif-
erative ttonnement process [19]: ferent charging modes discussed in previous sections, equation 7
contain different items shown in table I.
— : _ _ + .
pe(n) = minf{pe(n —1) +o(D, S)(D = 5)/8, 047, pmas] @) Ag aquation 7 shows, a volume based charging scheme can

whereD ands represent the current total demand and supply @S0 have an access charge component. In that case, the network
spectively, and is a factor used to adjust the convergence rat®@y either specify a certain threshold volume below which only

o may be a function oD ands; in that case, it would be higherthe access charge applies, or alternan_vely, specify a threshold rate
when congestion is severe. The router begins to apply the cdh= (1€sS than or equal to the access link rate), so that the volume
gestion charge only when the total demand exceeds the suphljgshold forasingle price updation period is of the fatmx 7.

Even after the congestion is removed, a non-zero, but graduat§tting & contracted threshold rate instead of a threshold volume
decreasing congestion charge is applied until it falls to zero $§c0urages users to smooth out their traffic, and thus allows re-
protect against further congestion. In our simulations, we al§8Urces to be provisioned more economically. _

used a price adjustment threshold paramétey limit the fre- In our simulations, we implement both a congestion-

quency with which the price is updated. The congestion price§Pendent pricing model for the CPA service, and a fixed price
updated if the the calculated price increment excépgé: — 1). model for the FP service. Since we do not consider service class

The maximum congestion price is bounded by fhg,,. Interactions, and do not consider time-of-day dependence, in ef-

When a service class needs admission control, all new arriviggt: we implement the CP-FL and FP-FL models. However, we
are rejected when the price reachges... If p. reache,.., pelieve the results from the CPA and FP to be applicable to all

frequently, it indicates that more resources are needed for tHe CP and FP pricing models, as well as the access charge in-
corresponding service. clusive CP model, in a lot of important respects, since the most

For a perioch, the total congestion charge is given by important and influential feature of the models is the presence or
' absence of congestion-dependent pricing.
ce(n) = pe(n)V(n). ®)

Based on the price formulation strategy described above, a
router arrives at a cost structure for a particular RNAP flow or In & network with congestion dependent pricing and dynamic
flow-aggregate at the end of each price update interval. The tdggource negotiation (through RNAP or some other signaling
charge for a session is given by protocol),adaptiveapplications with a budget constraint will ad-
just their service requests in response to price variations. In this

IV. USERADAPTATION

al section, we discuss how a set of user applications performing a
G = Z[th(”)T + (Pu + pc(n)V (n)] ®)  given task (for example, a video conference) adapt their sending
n=1 rate and quality of service requests to the network in response to

whereN is the total number of intervals spanned by a sessionchanges in service prices, so as to maximize the benettility

In some cases, the network may set the usage charge to zgrthe user, subject to the constraint of the user’s budget.
imposing a holding charge for reserving resources only, and/or &lthough we focus on adaptive applications as the ones best
congestion charge during resource contention. Also, the holdigted to a dynamic pricing environment, the RNAP framework
charge would be set to zero for services without explicit resourdees not require adaptation capability. Applications may choose

reservation, for example, best effort service. services that provide a fixed price and fixed service parameters
o during the duration of service. Generally, the long-term average
C. A Generic Pricing Structure cost for a fixed-price service will be higher, since it uses network

We have now discussed several approaches to charging réfources less efficiently. Alternatively, applications may use a
customer for network services, and described one of them (g&fvice with usage-sensitive pricing, and maintain a high QoS
age sensitive congestion based pricing) in detail. The followit@vel, paying a higher charge during congestion.
generic equation represents the charge incurred by a customer foMe consider a set of user applications, required to perform

a single billing cycle in all these cases: a task ormission The user would like to determine a set of
transmission parameters (sending rate and QoS parameters) from
LM _ which it can derive the maximum benefit, subject to his budget.
cost = cac(Rac) +P(Rac)(t —Tm) " + ZZ[}?Z(H)RZ(H)T We assume that the user defines quantitatively, througtil-a
i=1 n=1 ity function the perceived monetary value (say, 15 cents/minute)
+(pi,(n) + pL(n))Vin)|(V: = Vi)t (7y provided by the that set of transmission parameters towards com-



Charging | Access | Connection Time| Holding | Usage | Congestion| Class-Based| Time-dependent
Scheme
AC yes yes
FP-FL optional yes yes
FP-PR optional yes yes yes
FP-T optional yes yes yes
FP-PP-T | optional yes yes yes yes
CP-FL optional yes yes yes
CP-PR optional yes yes yes yes
CP-T optional yes yes yes yes
CP-PR-T | optional yes yes yes yes yes
TABLE |
THE CHARGING STRUCTURE OF DIFFERENT SCHEMES
pleting the mission. few levels of loss and delay, possibly corresponding to a subset

Consumers in the real world generally try to obtain the best the available services; at the current stage of research, some
possible “value” for the money they pay, subject to their budgpbssible services are guaranteed [18] and controlled-load service
and minimum quality requirements; in other words, consumd&3] under the int-serv model, Expedited Forwarding (EF) [10]
may prefer lower quality at a lower price if they perceive this and Assured Forwarding (AF) [9] under diff-serv. In this case, it
meeting their requirements and offering better value. Intuitivelig convenientto represent the utility as a piecewise linear function
this seems to be a reasonable model in a network with QoS sapbandwidth (or a set of such functions). A simplified algorithm
port, where the user pays for the level of QoS he receives. In aaiproposed in [21] to search for the optimal service requests in
case, the “value for money” obtained by the user correspondsstech a framework.
the surplus between the utility(-) with a particular set of trans-  We can make some general assumptions about the utility func-
mission parameters (since this is the perceived value), and tioa as a function of the bandwidth, at a fixed value of loss and
cost of obtaining that service. The goal of the adaptation is delay. A user application generally has a minimum requirement
maximize this surplus, subject to the budget and the minimuier the transmission bandwidth. It also associates a certain min-
and maximum QoS requirements. imum value with a task, which may be regarded as an “opportu-

We now consider the simultaneous adaptation of transmissioity” value, and this is the perceived utility when the application
parameters of a set of applications performing a single taskreceives just the minimum required bandwidth. The user termi-
The transmission bandwidth and QoS parameters for each appdites the application if its minimum bandwidth requirement can
cation are selected and adapted so as to maximize the missimt-be fulfilled, or when the price charged is higher than the op-
wide “value” perceived by the user, as represented by the surpbastunity value derived from keeping the connection alive. Also,
of thetotal utility, U7, over the total cost’. We can think of the user experiments reported in the literature [13][2] suggest that
adaptation process as the allocation and dynamic re-allocation@lity functions typically follow a model of diminishing returns
a finite amount of resources between the applications. to scale, that is, the marginal utility as a function of bandwidth

In this paper, we make the simplifying assumption that fgfiminishes with increasing bandwidth. Hence, a utility function
each application, a utility function can be defined as a functiéan be represented in a general form as:
only of the transmission parameters of that application, indepen-
dent of the transmission parameters of other applications. Since

we consider utility to be equivalent to a certain monetary value

we can write the total utility as the sum of individual appiicatiolN€rezm represents the minimum bandwidth the application re-
utilities quires,w represents the sensitivity of the utility to bandwidth,

andU, is the monetary “opportunity” that the user perceives in
g i the application.
V= Z[U @) ©) When the utilities of all the applications are represented in the

wherez! is the transmission parameter tuple for theapplica- format of equation 10, the optimization process for a system with

U(z) = max(Up + wlog —, 0) (10)
xT

m

tion. The optimization of surplus can be written as multiple applications can be represented as:
maz Y _[U' (') - C'(")] max Y (U7 4w log - —p/a]
i j m
s. t.z Ci(z") <b s. t.ijxj <b
i J
x?rnzn < ! < m;naz (9) and xj > xﬁn,V] (11)

wherez;, ;, andx,,,, represent the minimum and maximum ¢ the yser can obtain the optimal bandwidth for the system at

transmission requirements for stregnandC" is the cost of the 4 ot below his budget, then the user demand that maximizes the
type of service selected for streairat requested traﬂsm'ss'onperceived surplus can be shown to be:

parameter’.
In practice, the application utility is likely to be measured by i

user experiments and known at discrete bandwidths, at one or a @’ (12)

_pj
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Receivers

with an average length of 10 minutes. In topology 1, users from
the sender side independently initialize unidirectional flows to-

/ ;
wards randomly selected receiver side end nodes. At n0gt
o— _—_ flows (48 sessions wittV, set to 4) can run simultaneously in
A2 —B1) (B= @% the whole network. In topology 2, all the users initialize unidi-
Thbls o Mbs rectional flows towards randomly selected end nodes. At most
-an i 60N, users (360 sessions witN, set to 6) are allowed to run
simultaneously in the whole network.
The users are assumed to have the general form of the util-
Fig. 1. Simulation network topology 1 ity function shown in Section IV.w, the elasticity factor, (and
also the user’s willingness to pay) is uniformly distributed be-
oiMLb’s tween $0.125/min and $0.375/min for a 64kb/s bandwidth. The
opportunity cost; is set to the amount a user is willing to pay

for its minimum bandwidth requirement, and is hence given by

ALl Uo = Phigh X Tmin, Wherepy;qn is the maximum price the user

7 w
=N
Bl \B5)

B2

E%@ will pay before his connection is dropped. Users re-negotiate
their resource requirements with a period of 30 seconds in all the
s%@a experiments.

% The unit bandwidth price charged by the FP policy, and the
unit bandwidth usage price charged by CPR4, are both set to
$0.15/min for 64 kb/s transmission. The holding prigein the
CPA policy is assumed to be zero, since all simulations are cur-
rently performed within a single service class, and interactions

between service classes are not considered. The targeted link uti-
Hencew’ represents the money a user would spend based orli#gtion of the CPA policy is 90% unless otherwise specified, and

e
e

®
&)

Fig. 2. Simulation network topology 2

perceived value for an application. congestion pricing is applied when instantaneous usage exceeds
If the total bandwidth a system can obtain is bounded by tHeis threshold. The price adjustment procedure is also controlled
budget, then the optimal demand becomes: by a pair of parameters, the price adjustment stémm equa-
, tion 4 and the price adjustment threshold paramitdefined in
bZLle Section IlI-B.3. Unless otherwise specified, values ¢t 0.06
ad = p]’; (13) andd = 0.05 are used.

) . ~__Inthe simulation, we show the performance of the system for
Therefore, when the budget is a constraint, each applicationdifange ofoffered loads The offered load is defined as the ra-
a system receives a share based on the user's perceived valyp @etween the total user resource requirement at the bottleneck,
this application. and the bottleneck capacity. Under the FP policy, the total user
resource requirement is also the actual resource demand from all
V. SIMULATION MODEL the users. Under the CPA policy, the total user resource require-
In this section, we describe our simulation model for the CP#ent is what the total resource demand would be if there were
and FP policies. The policies are simulated at the call level, thrad resource contention at the bottleneck and the network did not
is, we consider user resource contention due to the total useringpose an additional congestion-dependent price.
quested bandwidth exceeding the provisioned system bandwidtiBoth economic and engineering performance metrics are of
rather than due to the burstiness of user traffic. Depending on therest in our study. We define the following engineering perfor-
service type and network infrastructure, the network may leaifance metrics:

user resource requirements explicitly through a signaling proto- ) o , )
col, or implicitly by traffic measurement. We simulate explicit Bottleneck bandwidth utilizationThe average bandwidth uti-

resource reservation and price signaling through RNAP. lization at the bottleneck node is measured by averaging the
We used thenetwork simulatof1] environment to simulate reserved bandwidth (expressed as a ratio of the link capac-
two different network topologies, shown in Fig. 1 and Fig. 2. ity) over all negotiation periods. _
Topology 1 contains two backbone nodes, six access nodes, arldser request blocking probabilityThe user request blocking
twenty-four end nodes. Topology two contains five backbone Probability is the percentage of user reservation requests be-
nodes, fifteen access nodes, and sixty end nodes. Topology two INg denied by the system, due to insufficient provisioned
was also used in [6]. All links are full duplex and point-to-point. ~ 'esources. Unsuccessful re-negotiation during an ongo-
The links connecting the backbone nodes are 3 Mb/s, the links NG session is not considered as a block, and the old re-
connecting the access nodes to the backbone nodes are 2 Mb/s,Source reservation will be maintained upon failure of re-
and the links connecting the end nodes to the access nodes aren€gotiation.
1 Mb/s. Ateach end node, there is a fixed numhigof sending \ye 5150 define the following economic performance metrics:
users. We use topology 1 in most of our simulations to allow us
to simulate congestion from a single bottleneck node, and onlyAverage and total user benefithe user benefit is the per-
use topology 2 to illustrate the CPA performance under a more ceived value a user obtains through a transmission of a cer-
general network topology in Section VI-G. tain bandwidth (which may vary during the transmission
User requests are generated according to a Poisson arrival pro- due to adaptation by the user) and of a certain duration, cal-
cess and the lifetime of each flow is exponentially distributed culated using the user’s utility function. Clearly, the user
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Fig. 3. Performance metrics of CPA and FP policies as a function of offered load: o

(a) bottleneck utilization; (b) blocking probability; (c) total network revenue;
(d) total user benefit; (e) average user benefit.

obtains no benefit if its connection request is blocked. The

average user benefit is the average of perceived benefits ob-

tained by all the users, and the total user benefit is the sum
of perceived benefits obtained by all the users.

Price: We monitor the end-to-end price quoted by the network
during a simulation as a measure of the stability of the price
adjustment / user adaptation process.

User Charge:A user is charged based on its bandwidth re-
quirements during a user session and the corresponding
price quoted by the network.

Network revenueNetwork revenue is the total charge paid to
the network for all the admitted requests during a simula-
tion.

VI.

In this section, we show simulation results from the set of ex-
periments described in section Section V.

RESULTS AND DISCUSSION

A. FP Policy versus CPA Policy

the CPA policy is to provide the users the incentive to back
off their individual resource requirements in period of re-
source contention so that the total resource demand remain
within the targeted level.

Both policies admit all connections until the total link ca-
pacity is saturated. Fig. 3 (b) indicates that the blocking
probability of FP scheme increases almost linearly as the
offered load increases beyond 0.9, while the blocking rate
of CPA increases initially and then starts to decrease after
reaching a maximum at offered load 1.1. This is because
the price adjustment step is proportional to the excess band-
width above the targeted utilization and increases progres-
sively faster with offered load at higher loads, and the user
bandwidth request decreases proportionally with the price
according to the general utility function of Section IV. The
blocking probability of FP policy is almost 40 times larger
than that of the CPA policy at the heaviest load.

Fig. 3 (c) compares the network revenue under both FP
and CPA policies as a function of the offered load. The
FP policy flattens out after the onset of request-blocking,
indicating that the average number of accepted connections
increases slowly beyond this point. With the CPA policy, the
revenue increases more than linearly after the network uti-
lization saturates at the targeted level. The loss of revenue
due to the scaling down of individual bandwidth requests
is more than offset by gains due to the admission of more
connections and the increase in the congestion price.

Fig. 3 (d) shows that the user benefit flattens out for both
policies after the onset of request blocking. The total ben-
efit gained under CPA is higher than that under FP beyond
this point, and the difference increases as the offered load in-
creases. As illustrated in Section IV, there is a potential op-
portunity cost associated with a request being blocked. The
decrease in perceived benefit per connection of CPA due to
the reduction of bandwidth is offset by the increase in the
number of admitted connections, each of which receives an
“opportunity”. In effect, the CPA policy allows the network
bandwidth to be used more efficiently under high loads.

Fig. 3 (e) shows the average perceived benefit per user
against offered load. For the FP policy, individual user
requests do not depend on the offered load, and conse-
quently, the average benefit @afmitteduser is independent

of offered load. However, a progressively smaller fraction
of users is admitted by the FP policy as offered load in-
creases. Therfore, the average perceived benefit across all
users decreases sharply with the load. The CPA has a much
smaller blocking probability, which gives a higher average
perceived benefit as load increases. This should serve as an
incentive for users to choose the CPA policy over the FP

policy.

We first compare the performance under the FP policy and thé/Ve now consider the dynamics of the system price, user band-
CPA policy, with the default conditions specified in Section Width demand, and user expenditure during the simulation. The

Figs. 3 (a)-(d) depict the results of the simulations:

« Fig. 3 (a) shows the variation of the utilization as a func- «
tion of the offered load, expressed as a fraction of the link
capacity. The network utilization under FP policy increases
continuously with the increase of offered load. The utiliza-
tion of CPA policy initially increases with the increase of

results are shown in Figs. 4 (a)-(e).

Figs. 4 (a) and (b) show the dynamic variation of the sys-
tem price and user bandwidth demand respectively at three
different levels of offered load. The bandwidth demand is
shown for an “average” user, that is, one whose minimum
and maximum bandwidth requirements are averages of the

the offered as expected, and then saturates at the targeted corresponding requirements of the user population. The

reservation level of 0.9 as the offered load increases beyond
a threshold 1.1. This is as expected, since the objective of

price and bandwidth are nearly static at a load of 0.8, and
are adjusted more frequently at higher offered loads, due to
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Fig. 5. Performance of CPA and FP policies at different values of target conges-
tion control thresholg: (a) bottleneck utilization; (b) blocking probability;
(c) total user benefit; (d) time-average and standard deviation of system price
under CPA.
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Fig. 4. System dynamics under CPA: variation over time of system price (a
and average user demand (b), at on offered load of 1.2; time-average an
standard deviation of system price (c), average user demand (d), and averay
user expenditure (e), plotted against offered load.
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the more frequent arrival and departure of users. Fig. 6. Performance of CPA and FP at different valuespf(a) bottleneck
« Figs. 4 (c) and (d) show the average and standard devia-Utilization; (b) blocking probability.
tions of the system price and user bandwidth demand as
a function of the offered load. The standard deviation in
both figures shows the same trend as the blocking spésfl effective. If the nominal (un-congested) price is set to cor-
of Fig. 3 (b), an increase to a certain level and then a de&ctly reflect long-term user demand, the congestion-based pric-
crease. Initially, the price and demand deviations increai§g should effectively limit short-term fluctuations in load.
as load increases due to the more aggressive congestion con-
trol. At heavy loads, the increased multiplexing of user d&. Variations of Network Control Parameters

mand smooths the total demand, and therefore reduces qucI- hi . dvthe | f . K |
tuations in the price. n this section, we study the impact of certain network contro

« From the perspective of the user, the session cost (expe%’ﬁ[ameters on the network and user metrics. The parameters are:

ture) and application level QoS performance are the md&¢ congestion control threshold (or targeted link utilizatipn)
significant metrics. Fig. 4 () shows when the users ad yond which the congestion-dependent price component is im-

under the example utility function of Section IV, the us osed; the price scaling facter used to control the rate at which
can operate at a stable expenditure, and therfbre und taongested link is brought back to the targeted utilization; and

fixed budget, meeting one of the fundamental goals of dii€ Price adjustment threshaldwhich limits the frequency with
mand adaptétion. which the price is updated. The parameters are varied one at a

time.

The total variation in price over a range of loads also dependdn Fig. 5, the user benefit decreases if the target utilization is

on the basic usage price and holding price values, which shosi either too low or too high. Also, with too low a target, demand

be set to reflect the long term user demand for different servigctuations are higher, while too high a targeted level results in

classes, so that demand fluctuations above the congestion thrgstigh blocking rate. Increasing the price scaling fastéwhich

old are short-term and infrequent, and congestion pricing is orlffects the speed of reaction to congestion) significantly reduces

occasionally employed to smooth out traffic peaks. We are stifle blocking probability (Fig. 6). However, too large a valueof

studying the interaction of long term network resource provisioresults in network under-utilization at offered loads close to the

ing with the short term network resource negotiation. target utilization, and also results in large network dynamics. If
The results in this section indicate that the CPA policy takéise price adjustment threshold paramétés set too high, there

advantage of application adaptivity for significant gains in neis no meaningful price adjustment and adaptive action. Below

work availability, revenue, and perceived user benefit, relatigecertain level, further reductions thdo not give performance

to the fixed-price policy. The congestion-based pricing is staldenefits or disadvantages (Fig. 7).
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C. Effect of User Demand Elasticity

Request blocking probability

In this experiment, we study the effect of the user demand elas . o . S
ticity factor w on the system performance. A smaller value of =T - s
. . . EEE SEEY H GRS S
w corresponds to a more elastic demand, since the bandwi S () I U e

dependent component of the utility is smaller, and the user can
reduce its bandwidth request in response to a price increase Wigh1l. Performance of CPA when only some of the users adapt their bandwidth
only a small decrease in utility. As explained in Section /, requests: (a) bottleneck utilization; (b) blocking probability.
also represents a user’s willingness to pay for bandwidth. ) ) o )
Users with different demand elasticity are seen to share bandFig. 9 (a) shows that the overall link utilization under FP in-
width fairly, with each user having a bandwidth share propofeases as the number of connections increases, at a given of-
tional to its relative willingness to pay for bandwidth (Fig. 8). Idfered load. The link utilization under CPA also increases with
effect, users with more stringent bandwidth requirements chod8e number of flows at moderate to high loads, but the utilization
to pay a higher charge and “borrow” bandwidth from users wiifi €ventually limited to the targeted level. Fig. 9 (b) shows that,
more elastic requirements when the network is congested. ~ as the number of connections increases, the blocking probability
decreases under both FP policy and CPA policies. This is be-
D. Effect of Session Multiplexing cause that the larger number of connections lead to better traffic
multiplexing and hence more efficient use of network bandwidth.

We vary the number of customers sharing a system and eygéyvever, the improvement is much more pronounced under the

uate the effect of the increased multiplexing of session requegfsp policy than under the FP policy, particularly when the net-
under both CPA policy and FP policy as the number of sessiqpgyk is saturated. Under CPA, the blocking rate with 96 connec-
is increased. We keep the network topology and user utility digsns is up to 50 times smaller than that with 24 connections.
trl_but|0ns unghanged, but scale the link capacity proportlonaIIyFig' 10 depicts the price and demand dynamics as the network
with the maximum number of flows. scales. Figs. 10 (a) and (b) show that the frequency of price and
demand adjustment do not change appreciably with the number
; of connections. As expected, both price and user bandwidth de-

FP 24 flows

i ) mand become smoother as more users share the network, and this
T Shgle / is confirmed by the smaller standard deviations shown in Figs. 10
i (c) and (d).
The results in this section indicate that performance of the CPA
policy further improves as the network scales and more connec-

tions share the resources.
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Fig. 9. Performance of CPA and FP with different number of customers sharingIn this section, we consider the environment where some users
the system: (a) bottleneck utilization; (b) blocking probability. adapt their bandwidth requests under the CPA policy, while oth-
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Fig. 12. Performance when CPA users select bandwidth only at session setFig, 13. Performance metrics of CPA and FP policies as a function of offered
compared with performance when they continue to adapt during the session load using topology 2: (a) bottleneck utilization; (b) blocking probability.
(a) bottleneck utilization; (b) blocking probability.

L i are normally over-provisioned. We target the backbone links to
ers maintain fixed service requests even when the congespottlenecks only for the convenience of simulation. We mon-

price is imposed. The latter group represents users with a Witk the utilization at one of the backbone links, and calculate
ingness to pay that is high enough to maintain their maximug) the other parameters across the whole network. Fig. 13 (a)
bandwidth requirements even at the highest price charged by flag| () shows that both the utilization and blocking probability
network. In this set of simulations, we restrict the maximumy,,\ trends similar to those for a single bottleneck, except that
price so that the price does not increase without bound whenll \ariation of the utilization and blocking probability is not as

of the users are non-adaptive. _ _ smooth due to the coupling of the traffic between different paths.
The results show that even a small proportion of adaptive users

may result_in a significant p_erformance bengfit and better serv_jq_e Other Mechanisms to Reduce Network Variations
for the entire user population - both adaptive and non-adaptive . _ . S
users - particularly up to a certain threshold load. The total user-The user adaptation behavior also influences the variation in
perceived benefit is seen to increase with the proportion of adggndwidth seen by application as well as the overall network be-
tive users (Fig. 11). havior. A user can, for example, only requests a change in band-
We should also expect CPA to have an additional inherent ¢idth if the price change exceeds a given range. This reduces
vantage over the FP policy even when most of the users are né@th the frequency of bandwidth adjustment and the user sur-
adaptive. In reality, the usage price shown in Section I11-B wouRjus. The initial adaptatlor] described in Section VI-Fis the limit
reflect the estimated long-term network load. The congesti6Ase Where user reservation reflects only the price quoted at the
price would be only used to smooth out temporary peaks, and #ginning of the session.
general usage pattern would result in optimal utilization at the A somewhat similar scenario can be envisioned in a core net-
offered usage price. However, a vendor charging a static prierk, in which bandwidth reservation is carried out by other net-
(FP) would need to charge a certain premium above this optiniérk providers rather than by individual users. In this case, the
price, as a risk premium, while the CPA policy allows the vend@oviders can change their bandwidth requests in multiples of a
to operate around the optimal price and use congestion pricindatge block of bandwidth, only when the user flow-level demand
protect against demand peaks. to the customer providers changes by a certain increment. This
can reduce both network dynamics and signaling overhead in the
F. Session Adaptation and Adaptive Reservation core network, and has been discussed in greater detail in [20].

Under RNAP, applications can either pick a bandwidth when
starting a session and keep that bandwidth during the session or VIl. RELATED WORK
adjust its resource demands during each negotiation interval. Weicroeconomic principles have been applied to various
refer to these modes as initial adaptation and ongoing adaptatiggtbwvork traffic management problems. The studies in
respectively. [15][14][11][7] are based on a maximization process to deter-

Fig. 12 (a) shows that initial adaptation results in a slightlsnine the optimal resource allocation such that the utility (a func-
lower network utilization at moderate-to-high loads, about 3-5%pn that maps a resource amount to a satisfaction level) of a
smaller than the utilization under ongoing adaptation. This igoup of users is maximized. These approaches normally rely on
because if a session arrives during a traffic peak, it will requestentralized optimization process, which does not scale. Also,
a smaller bandwidth, which will not be scaled back after the tReme of the algorithms assume some knowledge of the user’s
demand is driven down. Fig. 12 (b) shows that as expectegility curves by the network and truthful revelation by users of
adaptation during a session allows for more efficient bandwidtheir utility curves, which may not be practical.
usage and the blocking probability is reduced by half. In [5][4][7][8][17], the resources are priced to reflect demand

. , : . and supply. The pricing model in these approaches is usage-
G. CPA Performance with Traffic Interactions from D'ﬁerenéensitiv%p-yit has Fl;eengshown that usage-l?srt)ansitive pricing ?e-
Paths sults in higher utilization than traditional flat (single) pricing [5].

In the experiments above, we studied the performance of CBame of these methods are limited by their reliance on a well-
when the traffic shares a common bottleneck. In this sectigiefined statistical model of source traffic, and are generally not
we assume network topology 2 in Fig. 2, with the potential fantended to adapt to changing traffic demands.
multiple bottlenecks to exist, and for these bottlenecks to interactln general, the work cited above differs from ours in that it

In the simulation, traffic is generated symmetrically from alloes not enter into detail about the negotiation process and the
users, as described in Section 5. The five backbone links arenkévork architecture, and mechanisms for collecting and com-
potential bottleneck links. Note that in reality, the backbone linkaunicating locally computed prices. Some of the work also as-



sumes immediate adjustment of the price in response to the mesources.

work dynamics, or require the user to maintain a static demandn this paper, we assume that users do not have the option of
until a optimal price is found, which is not practical. Our work ighoosing a different path or provider, reflecting current network
concerned with developing a flexible and general framework fogality. However, pricing in the presence of competition or alter-

resource negotiation and pricing and billing, and evaluating thative paths remains an interesting open issue.

performance benefits of congestion-sensitive pricing and adapta-
tion through simulations, decoupled from specific network ser-
vice protocols. Our work can therefore be regarded as complg-
mentary to some of the cited work.

In [12], a charging and payment scheme for RSVP-based da}s
reservations is described. A significant difference from our work
is the absence of an explicit price quotation mechanism - instegl,
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